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1. Introduction 
In recent years, online social networks have played an important role in people’s lives. They have 

become more and more popular in enabling people to connect, communicate, and share information. In 

Online social networks (OSN)s, the user's behaviour and interpersonal interaction are based on both 

communication mediated by virtual space, and various products of the user's virtual activity – user's 

personal profile metrics. The metrics of the OSN user's personal profile (for example, audio recordings, 

video content, avatars, friends, posts and reposts, likes, etc.) reflect real behaviour of a person by acting 

as characteristics of his virtual activity. Consequently, these metrics are predictors, which we can be used 

to predict person's behaviour in real life through the features of his behaviour in an OSN [1]. 

Usually, if any user registers in any online social network, he gets the ability to upload photos, share 

news, communicate with other users, make friends, and follow events taking place in the world. The 

popularization of online social networks has increased interest in using data obtained from OSNs in their 

study by scientists from different fields of science [2]. Modern methods, based on machine learning, 
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 Online social networks provide rich information that characterizes the 

user’s personality, his interests, hobbies, and reflects his current state.  

Users of social networks publish photos, posts, videos, audio, etc. every day. 

Online social networks (OSN) open up a wide range of research 

opportunities for scientists. Much research conducted in recent years using 

graph neural networks (GNN) has shown their advantages over 

conventional deep learning. In particular, the use of graph neural networks 

for online social network analysis seems to be the most suitable. In this 

article we studied the use of graph convolutional neural networks with 

different convolution layers (GCNConv, SAGEConv, GraphConv, 

GATConv, TransformerConv, GINConv) for predicting the user’s 

professional success in VKontakte online social network, based on data 

obtained from his profiles. We have used various parameters obtained from 

users’ personal pages in VKontakte social network (the number of friends, 

subscribers, interesting pages, etc.) as their features for determining the 

professional success, as well as networks (graphs) reflecting connections 

between users (followers/ friends). In this work we performed graph 

classification by using graph convolutional neural networks (with different 

types of convolution layers). The best accuracy of the graph convolutional 

neural network (0.88) was achieved by using the graph isomorphism 

network (GIN) layer. The results, obtained in this work, will serve for 

further studies of social success, based on metrics of personal profiles of 

OSN users and social graphs using neural network methods.  
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deep neural networks are gaining popularity for problems connected with the analysis of information 

obtained from various OSNs [3]. 

In order to obtain more accurate results when analysing social networks, it is necessary to use not 

only the user's profile metrics, but also the connection structures of social networks (relations between 

users should be taken into account), i.e. social networks must be represented as graphs. A graph is a 

complex data structure consisting of vertices and edges. The data structured as graphs are widely used in 

natural and social sciences. For example, diagrams of metro stations, road maps, family trees, networks 

of protein-protein interactions, etc. can be represented in the form of graphs. Online social networks 

can also be represented as graphs, where the vertices are users of a social network, and edges are 

connections between users. As a unique non-Euclidean data structure for machine learning, graph 

analysis focuses on such tasks as node classification, link prediction, and clustering. Therefore, a large 

number of scientists are engaged in research relating to analysis of graphs by using machine learning. 

GNNs are the state-of-the-art models composed of nodes and edges (graph structured data). Graph 

neural networks are applied to analyse graph data structures by using machine learning, and use a 

neighbourhood aggregation strategy, where a node representation is iteratively updated by aggregating 

representations from its neighbours. Graph neural networks provide a powerful toolkit for embedding 

real-world graphs into low-dimensional spaces according to specific tasks. In particular, convolutional 

neural networks (CNNs) [4] [5] could be generalized to be applicable for graph data by extending the 

convolution operation onto graphs. The extension of CNNs to graph structures leads to graph 

convolution neural networks (GCNNs). 

Graph neural network-based methods are currently gaining wide popularity in social network data 

analysis. For example, in [6] the authors used a user's local network (friends) as input for a graph neural 

network, and developed strategies to include both network structures and user information into graph 

convolutional neural networks and attention networks for predicting their social influence. A similar 

study was performed in [7]. In this study, a heterogeneous neural network based on social influence 

prediction model was developed. In particular, the authors built a heterogeneous social influence network 

model based on relationships between event nodes and user nodes. Then they selected a heterogeneous 

user subgraph, extracted the corresponding node features for each user, and predicted the probability of 

the users’ behaviour by using a heterogeneous neural network.  

OSNs allow to quickly find information about the latest events in the world, and therefore many 

people use them as sources of news. In [8] the authors devoted their research to developing a new graph-

based convolutional neural network approach that can efficiently track foxgrapher posts (images and 

related texts that convey misleading information) in online social networks for detecting misinformation 

publications. The selection of news based on preferences of social network users is studied in [9]. In this 

research, insights about users were obtained by using an attention graph convolutional network for 

recommending news, based on social information taken from users’ profiles under study. 

Online social networks accumulate a lot of different kinds of information that can characterize users. 

Every user of a social network can upload photos, music, videos that he likes, share his opinion with 

other people, make likes and interact directly with other users. All this information can be used to 

determine different properties and behaviour of a person, his way of life, etc. For example, in [10] the 

authors tried to predict social statuses and users’ roles in their study. To do this, they developed a graph 

neural network-based model that used local and global characteristics of each user and relationships 

between users as the model’s input [10]. 

In the survey [11] we conducted a detailed review of the current literature on deep representation 

learning for social network analysis, and introduced techniques for embedding subgraphs. Furthermore, 

the author discussed basic models for learning node representation, including some extensions of the 

base models. In [12] the authors developed a novel setting methodological approach based on graph 

convolutional neural network for modelling the spread of the node influence in neighbourhoods based 

on the length of walks. They provided examples to demonstrate the ability of this model to aggregate 

feature information from nodes based on a parameter regulating the range of node influence. 
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In recent years, a growing interest has been observed in learning graph-level representations for graph 

classification [13]. In graph classification problems a dataset consists of multiple graphs, and a GNN-

based model is trained to predict a specific property of the whole graph (one label for each individual 

graph). This problem is topical for various fields of research [14][15], and new methods for solving the 

graph classification problem are further developed. In paper [16], the authors offered a novel multi-task 

representation learning architecture coupled with the problem of supervised node classification for 

learning graph-level representations in an end-to-end manner. In [17] the authors developed a 

differentially private stochastic gradient descent (DP-SGD) method for deep learning on multi-graph 

datasets, and reported results on a variety of synthetic and public datasets for different graph classification 

problems. In [18] the authors offered a class of models, where a multiplication rule specifying the algebra 

itself was inferred from the data during training, and developed graph neural networks that leveraged 

properties of hypercomplex feature transformation. The authors tested the offered GNN model on 

several open datasets and showed that the models reached state-of-the-art performance while consuming 

a much lower memory footprint with 70% fewer parameters.  

Social networks are used in various studies to obtain information about various personality 

characteristics. In [19], and in subsequent works of these authors, the conducted research is devoted to 

predicting the type of a personality on the basis of predictors obtained from profiles of Facebook social 

network users. Certain attempts are also made to use social networks to predict the academic success of 

students [20], or track interaction in Problem Based Learning (PBL) approach [21]. For example, using 

regression and correlation analysis, it was possible to classify students by academic performance with 

high accuracy (93.3%) [21]. Another study using Pearson's correlation coefficient showed that social 

networks had a negative impact on the academic performance of medical students [22]. Social networks 

analysis (SNA) is also used in recruitment to identify potentially successful future employees [23] [24] 

or to recommend suitable vacancies [25]. In our previous work, we built a model based on the use of 

feed-forward neural networks to predict professional success on the basis of data from user profiles in 

VKontakte social network [26]. 

User success prediction means predicting how successful a particular user of VKontakte social 

network will be as a professional. To accomplish this task, we obtained data from profiles of job seekers 

on HeadHunter (hh.ru) website, and then these same people were found on VKontakte social network. 

Based on information from HeadHunter site questionnaire, each user was assigned to the class of 

successful or unsuccessful people. In this work, we train neural network models to predict to which class 

each user of VKontakte social network belongs to (thus solving the problem of binary classification). 

The input parameters of the models are numerical characteristics that describe the user's profile in 

VKontakte, as well as relationships with other users in this social network. 

The goal of this work is a detailed analysis of advantages of graph neural networks in comparison to 

classical feed-forward neural networks in terms of predicting a person's professional success by using the 

data obtained from his profile in a social network. An important feature of graph neural networks is that 

they are designed to work with data that is represented as a graph. Since a social network is a graph, we 

propose that this feature of graph neural networks should give a significant advantage over other types 

of neural networks. 

This study is based on data obtained from VKontakte online social network (vk.com). This social 

network has a convenient API-VK interface that allows researchers to download data directly from 

VKontakte database. Based on data obtained from VKontakte, we had previously developed simple 

multilayer feed-forward neural models for predicting the professional success of users of this social 

network [26]. In the present work we developed a graph neural network-based model (by using a labelled 

dataset introduced in [26]), and by using these models we significantly improved the classification 

accuracy (from 0.77 to 0.88 for a 5-parameter dataset [26]). For each user and his local neighbourhood 

connectivity (friends and friends of friends) quantitative metrics were downloaded by using API-VK, and 

local connectivity graphs were built. The constructed graphs and quantitative metrics were used as input 

data for graph convolutional neural networks (with different convolution layers) in predicting the 

person’s professional success. 
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The results of this work will allow building a system for predicting the success of a person by using 

information from his profiles in social networks, which will allow employers to recruit staff more 

efficiently. From viewpoint of developing new methods for the analysis of social networks, the paper 

shows how effectively GNNs can be used to solve the problem of classifying user profiles in social 

networks, and how much more efficient GNNs are in solving this problem in comparison with classical 

perceptron neural networks. 

2. Method 

2.1. Data Labelling 
 To create a labelled dataset (classes of professionally successful and unsuccessful persons) we used job 

seeker profiles on HeadHunter website (hh.ru). Initially, a dataset containing 15 parameters was obtained 

from HeadHunter website (hh.ru) for each person: full name; age; a position which the applicant is 

looking for; requested salary; work experience; education; the last modified date of curriculum vitae 

(CV) or a new CV compilation date; position at the last place of work; the last place of work (organization 

name); date of employment at the last place of work; date of employment termination at the last place 

of work; applicant's nationality; field of professional activity; name of the locality or region in which the 

applicant is looking for work; languages spoken by the applicant. For data labelling (i.e., for referring a 

person to the class of professionally successful or unsuccessful people), we chose the only four most 

significant parameters that characterized the professional success of a person: 

• Requested salary; 

• Employment period at a previous place of work; 

• Professional area; 

• Job hunting region. 

As values of different criteria for different regions and professional areas were different, it was 

necessary to scale the values of parameters according to these features. Therefore, we mapped salary 

values from monetary units to groups labelled from 1 to 5, where 1 was the label of job seekers with the 

lowest wage for a certain region and professional area, and 5 was the label of job seekers with the highest 

wage. All categories were ranked in the same way. Thus, a resulting dataset was divided into 5 groups, 

where the first group corresponded to the most unsuccessful, and the fifth – to the most successful 

people. In this work, we used only the first (lowest professional success) and fifth (highest professional 

success) groups [26] for further analysis. 

2.2. Loading Data from VKontakte Online Social Network 
 We used the official VKontakte API to obtain the data from VKontakte social network 

(https://vk.com/dev/SDK). VKontakte API is a useful interface that allows to effectively download data 

from this social network database. To start downloading by using this API, one needs authorization by 

obtaining special access_token access key. VKontakte supports several ways of obtaining the access key. 

In this study the Implicit flow authorization method was used, which allowed us to call API methods 

directly from the user's device (for example, by using Javascript, Python scripts). The requests library of 

Python programming language was used for executing requests to VKontakte API. 

For each user from the labelled dataset (presented in the previous subsection) we downloaded the 

following data: number of friends, number of subscribers, number of interesting pages (communities), 

number of audio recordings, and number of video recordings from their profiles in VKontakte social 

network. To obtain this data users.get API method was used. An example script describing the process 

of calling this method by using the requests library is shown in Fig 1, where user_ids is the user ID in 

VKontakte OSN, fields are additional profile parameters to be obtained (in this case, the numeric values 

of the parameter specified – quantitative profile data), access_token is the user's access key, v is the 

version of VKontakte API used. 
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Fig. 1. An example of VKontakte API-based users.get request for obtaining information from the user profile 

with specific USER_ID. 

To build a user graph describing local friendship connectivity, in addition to the numerical profile 

metrics, we downloaded the users' friends and friends of their friends. To get the user's friends, 

friends.get method of VKontakte API was used. As a result it returned a list of identifiers of the user's 

friends, and extended information about friends. An example of calling this method by using the requests 

library is shown in Fig 2, where user_id is the ID of the user to get friends for, count is the number of 

friends to be returned by this method. 

 

Fig. 2. An example request for a list of friends’ IDs, obtained for a specific user with the help of friends.get 

method of VKontakte API. 

For local social friendship networks (friends and friends of friends) of the users considered in this 

study, quantitative metrics of their profiles were downloaded, as well. 

Data from HeadHunter website (hh.ru) were used to classify specific people as professionally 

successful or unsuccessful, i.e., only for data labelling. Further, these people were found in VKontakte 

social network by last name, first name, and date of birth through VK API (https://vk.com/dev/SDK), 

and all the necessary information was obtained from the profiles of these people by using this API. These 

data were combined into a single dataset. Input features for neural networks were created by using the 

data obtained from https://vk.com/dev/SDK, whereas the target values (0-unsuccessful, 1- successful) 

were created based on HeadHunter data. 

2.3. Graph Building 
In this work, we modelled each user’s local network as an undirected graph. Formally, a graph G 

is defined by a set of vertexes (nodes) V and set of edges E connecting pairs of nodes [27]. The set 
of nodes V corresponded to users of a social network. We used the terms “node” and “user” 
interchangeably in this article. The set of edges E corresponded to links between users in the online 
social network (users are “friends” in VKontakte OSN) is encoded into an adjacency matrix. The 
adjacency matrix of G is |N| × |N | binary square matrix A, where Aij ∈ {0, 1} is 1, if there is an arc 
connecting the i-th and j-th nodes, and 0 otherwise. In many practical applications the graph G is 
enriched with additional node and edge information. In our case, each node N was associated with a 
particular feature vector Xi, which contained quantitative information obtained from the user’s profile 
by users.get API method, as described in the subsection above. 

Based on the data describing connections between users graphs were built for each user from the 

initial dataset. For each user under study the authors constructed a graph, in which the vertices were 
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analysed persons, their friends and friends of their friends, and the edges were the connections 

(friendship) between them. 

NetworkX library was used to build graphs. NetworkX (https://networkx.org/) is a library for Python 

programming language designed to create, manage and study complex networks (graphs). An example 

of a graph built for 4 users from a labelled dataset is shown in Fig. 3. 

 

Fig. 3. Example graph visualizations of specific user’s friends in VKontakte social network. The user under 

analysis is depicted in the center of the graphs. 

2.4. Graph Neural Network Architecture 
There have been several attempts made in the literature to extend neural networks to deal with 

arbitrarily structured graphs. In early works, researchers used recursive neural networks to process data 

represented in graph domains [28], [29]. GNNs were first introduced in [30] and [31] as a generalization 

of recursive neural networks that could directly deal with cyclic, directed and undirected graphs. Their 

framework consisted of an iterative process, which produced an output for each node and propagated 

the node states until equilibrium was reached. In [32] a convolution-like propagation rule was introduced 

for graphs along with the first methods for a graph-level classification based on this rule. 

In the survey [33] the authors proposed a general design pipeline for graph neural network models 

and discussed variants of each component, systematically categorized the applications, and proposed open 

problems for future research. The work [34] is a good tutorial introduction to the field graph neural 

networks; it introduces the basic building blocks that can be combined to design novel and effective 

GNN models. This paper introduces a generalized formulation of graph representation learning based 

on a local iterative approach to structured information processing. In review paper [35] the authors 

provided a novel taxonomy for graph neural networks, and classified them into the corresponding 

categories. The authors also summarized future research directions so as to overcome the challenges 

faced. 

https://networkx.org/
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To solve the graph classification problem, firstly, it is necessary to apply node aggregation techniques 

by using GNN layers. After having obtained a single graph representation, it is straightforward to make 

classification via feed-forward neural networks. We used 4 graph convolutional layers followed by a global 

mean pooling (GMP), because our task was to classify individual graphs with potentially different 

numbers of nodes. In this case, all graphs were represented with the fixed-size vector. Finally, the GMP 

features were fed to one linear layer with a binary cross-entropy loss function for adjusting model weights 

during training (see Fig 4). We used Python language-based machine learning framework PyTorch 

Geometrics (https://pytorch-geometric.readthedocs.io/) to create and train graph neural networks. It 

consists of various methods for deep learning on graphs with GPU support from a variety of published 

papers, and provides an effective toolkit to deal with different convolution layers. We used the following 

convolution layers in this study: GCNConv, SAGEConv, GraphConv, GATConv, TransformerConv, 

GINConv. A neural network model based on graph convolutions can therefore be built by stacking 

multiple convolutional layers, with each layer being followed by a point-wise non-linearity. In all models 

the neural network weights are trained by using gradient descent. By deploying a trainable neural 

network to aggregate information in local node neighbourhoods, GNNs are trained in an end-to-end 

fashion together with the parameters of classification algorithm (Fig 4). 

To solve the problem of a social network user classification, each user can be represented as an 

attributed graph Gi = (Xi , Ai), where the node features Xi characterize numerical information, obtained 

from the user’s profile, and the adjacency matrix Ai encodes the connection with other users (see Fig. 

4). For a given dataset of labelled graphs D = {Gi = (Xi , Ai), yi} with labels yi indicates a professional 

success label of a specific user. The task is to train a classifier that maps each user to its corresponding 

label, g : (Xi , Ai) → yi. 

Next, we will consider the GNN layers used for building neural network models in more detail. 

GCNConv layer-based GNN. GCNConv is a convolution layer introduced in [36]. This GNN model 

uses an efficient layer-wise propagation rule that is based on a first-order approximation of spectral 

convolutions on graphs according to the formula: 

𝐻𝐻𝐼𝐼+1 = 𝜎𝜎 �𝐷𝐷
1
2𝐴𝐴′𝐷𝐷

1
2𝐻𝐻𝑙𝑙𝑊𝑊𝑙𝑙�  (1) 

where  is an adjacency matrix of an undirected graph  with self-loops added for each 

vertex, D is the vertex degree matrix,  is a trainable weighted matrix for the layer ,  denotes 

an activation function, such as ReLU,  is an activation matrix for the layer . For the first 

layer  , where  is the graph  node’s feature vector matrix. 

 

Fig. 4. The overall structure of GNN-based classification model architecture.  

Each user is represented as an attributed graph with node features vector Xi, and the adjacency matrix 

Ai. Firstly, an input graph is passed sequentially through multiple graph convolution layers. Then the 

vertex features are pooled with a global mean pooling (GMP) layer, and passed to traditional linear layer-
based binary classification setting with two outputs. 
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SAGEConv layer-based GNN. SAGEConv is a general inductive framework that leverages node 

feature information to efficiently generate node embeddings in graphs (introduced in [37]). This layer 

learns a function that generates embeddings according to the following formula: 

𝑥𝑥′𝑖𝑖 = 𝑊𝑊1𝑥𝑥𝑖𝑖 + 𝑊𝑊2 ∗ 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑗𝑗∈𝑁𝑁𝑖𝑖𝑥𝑥𝑗𝑗 (2)  

where  is a feature vector of the -th vertex,  and  are trainable weight matrices,  is a set of 

vertices adjacent to vertex ,  is a vector elementwise mean operator . 

In this approach, node features are included in the learning algorithm, and the topological structure 

of the neighbourhood of each node and distribution of node features in the neighbourhood are also 

simultaneously learned by the model. SAGEConv outperforms baselines for classification of the unseen 

nodes category in evolving information graphs [37]. 

GraphConv layer-based GNN. GraphConv convolution layer is based on work [38], which is a 

generalization of GNNs based on the k-WL. In this layer, the propagation of the representation to the 

next layer occurs according to the following formula: 

𝑥𝑥′𝑖𝑖 = 𝑊𝑊1𝑥𝑥𝑖𝑖 + 𝑊𝑊2 ∑ 𝑚𝑚𝑗𝑗.𝑖𝑖 ∗ 𝑥𝑥𝑗𝑗𝑗𝑗∈𝑁𝑁(𝑖𝑖)   (3) 

where  is a feature vector of the -th node,  and  are parameter matrices,  denotes the 

weight of the edge between the source node  and the target node , with default value equal to 1. This 

model is stronger than other models in distinguishing non-isomorphic (sub-)graphs. It is capable of 

distinguishing more graph properties, and outperforms the state-of-the-art neural architectures in large-

scale molecule learning tasks [38]. 

GATConv layer-based GNN. GATConv is an attention-based architecture used to perform node 

classification of graph-structured data introduced in [39]. This layer computes hidden representations 

of each node in a graph by attending its neighbours using a self-attention strategy according to the 

formula: 

𝑥𝑥′𝑖𝑖 = 𝑚𝑚𝑖𝑖,𝑖𝑖𝑊𝑊𝑥𝑥𝑖𝑖 + ∑ 𝑚𝑚𝑖𝑖,𝑗𝑗𝑗𝑗∈𝑁𝑁(𝑖𝑖) 𝑊𝑊𝑥𝑥𝑗𝑗  (4) 

where  is a matrix of weight coefficients,  is a feature vector of the -th node,  is 

neighbourhood of the -th node,  are attention coefficients determined by the formula: 

𝑚𝑚𝑖𝑖,𝑗𝑗 =
exp (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿�𝐿𝐿𝑇𝑇�𝑊𝑊𝑥𝑥𝑖𝑖‖𝑊𝑊𝑥𝑥𝑗𝑗��)

∑𝐿𝐿∈𝑁𝑁(𝑖𝑖)∪{𝑖𝑖}exp (𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿(𝐿𝐿𝑇𝑇[𝑊𝑊𝑥𝑥𝑖𝑖‖𝑥𝑥𝑘𝑘]))
  (5) 

where  is an attention mechanism that shows the importance of vertex  for vertex ,  is a 

transposition operation and  is a concatenation operation. The attention-based architecture performs 

the operation efficiently, since it is parallelizable, and can be applied to graph nodes having different 

degrees by specifying arbitrary weights to the neighbours. 

TransformerConv layer-based GNN. TransformerConv is a novel Unified Message Passaging Model 

(UniMP) that can incorporate feature and label propagation, and adopts a Graph Transformer network, 

taking feature embedding and label embedding as input information for propagation presented in [40]. 

For the given layer, labels are propagated to the next layer according to the following rule:  

𝑥𝑥′𝑖𝑖 = 𝑊𝑊𝑖𝑖𝑥𝑥𝑖𝑖 + ∑ 𝑚𝑚𝑖𝑖,𝑗𝑗𝑊𝑊2𝑥𝑥𝑗𝑗𝑗𝑗∈𝑁𝑁(𝑖𝑖)   (6) 

where  is the -th node feature vector, ,  are weight coefficient matrices,  is the -th node 

neighbourhood. Here  is a multi-head attention coefficient, calculated by the formula: 

𝑚𝑚𝑖𝑖,𝑗𝑗 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚𝑥𝑥(
(𝑊𝑊3𝑥𝑥𝑖𝑖)𝑇𝑇(𝑊𝑊4𝑥𝑥𝑗𝑗)

√𝑑𝑑
)  (7) 
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where ,  are trainable weight matrices,  is a transposition operation,  is a 

multivariate logistic function,  is each head’s size. To train the network without overfitting in self-loop 

input label information, this model introduces a masked label prediction strategy, in which some 

percentage of input label information is masked at random, and then predicted.  

GINConv layer-based GNN. GINConv is a Graph Isomorphism Network (GIN)-based simple neural 

architecture [34], that shows a discriminative power equal to the power of Weisfeiler-Lehman graph 

isomorphism test. Propagation of labels to the next layer for GINConv layer occurs according to the 

following rule: 

𝑥𝑥′𝑖𝑖 = 𝑀𝑀𝑀𝑀𝑀𝑀((1+∈) ∗ 𝑥𝑥𝑖𝑖 + ∑ 𝑥𝑥𝑗𝑗𝑗𝑗∈𝑁𝑁(𝑖𝑖) )  (8) 

where  is a trainable parameter or fixed scalar,  is the -th node feature vector,  is the -th 

node neighbourhood,  is multilayer perceptron. This model was empirically validated on a number 

of graph classification benchmarks, and it was demonstrated that this model also achieved state-of-the-

art performance [41]. 

3. Results and Discussion 
All models of graph neural networks with different convolution layers presented in the previous 

section were trained on a training set, and the analysis of their performance was carried out on a test set. 

The entire dataset containing 5446 data records was split as follows: 70% (3812 records) were used as 

the training set and 30% (1634 records) were used as the test set. To achieve statistical significance of 

the results, 10 iterations were performed for all training and classification tasks, and average values of 

the neural network accuracy were used for 10 iterations in further evaluation of the results. All input 

datasets were balanced (the same count of data in two categories). Thus, the representativeness of 

“Accuracy” metric was achieved, which allowed it to be used as the main performance metric of graph 

neural networks used in this study. 

All graph neural network models with different convolution layers were trained on 50 epochs by 

using Adam optimizer with the learning rate = 0.00001, and with the batch size equal to 128. All neural 

network models were trained on a computer with 64 Gb RAM, Intel Core i9-10920 CPU and NVIDIA® 

Quadro RTX™ 6000 GPU. A plot of accuracy obtained during training of different models is 

demonstrated in Fig 5a. It should be noted that almost all models (excluding GAT layer-based model) 

trained quite quickly, and after the 10-th epoch the accuracy value was almost constant. The results of 

the average accuracy, maximal accuracy and standard deviation for 10 experiments, as well as one epoch 

average training times obtained by using different convolution layers are shown in Table 1.Numerical 

characteristics of neural network training results. One epoch training time and accuracy for the test 

dataset in neural networks, based on six different GNN layers, averaged for 10 experiments. The GinConv 

layer-based neural network with the best training result is highlighted in bold. 

Convolutional 
Layer 

Milliseconds per 
epoch 

Test Data 
Max Accuracy Average Accuracy Standard Deviation 

GCNConv 

SAGEConv 

GraphConv 

GATConv 

TransformerConv 

GINConv 

1564 

1421 

1464 

1876 

2248 

1386 

0.869 

0.88 

0.869 

0.84 

0.853 

0.8898 

0.858 

0.863 

0.86 

0.823 

0.837 

0.876 

0.006593 

0.009686 

0.007231 

0.015703 

0.010255 

0.007034 

 

The analysis of the accuracy values of the test dataset with different types of convolutional layers 

showed that the model of a graph neural network with GINConv convolution layer gave the best results 
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relative to other models (89%). We performed calculations with different numbers (1,2,3,4) of each 

layer, and got the maximum accuracy for GINConv with 3 layers. The data presented in this Table was 

obtained by using 3 layers for each type of layer, in each experiment. It should be noted, that a further 

increase in the number of layers did not lead to improvement in the neural network training 

performance. Here we have given the average training time for only one training epoch, since the total 

training time of the neural network depends on the number of epochs, and can be easily calculated by 

multiplying the training time of one epoch by the number of training epochs. 

Moreover, a receiver operating characteristic curve (ROC-curve) was built for each model of a graph 

neural network (Fig. 5b). The maximal value of the area Under the ROC curve (AUC) was also obtained 

by using graph neural network with GINConv layer (0.93). 

 

Fig. 5. Accuracy of different models in the test dataset during model training (a), and ROC-curves of the 

trained models (b) 

A confusion matrix was calculated for the training set to visualize and summarize the performance of 

a classification algorithm by using graph neural network with GINConv layer (Table 2). 

Table 1.  Confusion matrix of the trained graph neural network with GINConv convolution layers 

 Predicted Negative Predicted Positive 
Actual Negative 675 166 

Actual Positive 36 757 

By using the confusion matrix, in addition to the Accuracy metric, for a graph neural network with 

GINConv convolution layer metrics, we calculated Sensitivity, Specificity, Precision, and F1-score 

metrics to better characterize the performance of the trained neural network (Table 3). 

Table 2.  Performance metrics of the trained graph neural network with GINConv convolution layers 

Metrics Values 
Accuracy 

Mis-Classification 

Sensitivity 

Specificity 

Precision 

F1-score 

0.88 

0.12 

0.95 

0.8 

0.8 

0.87 
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We also carried out several more detailed numerical experiments to refine the features of the neural 

network with GINConv convolution layers. To determine the optimal number of layers in a model 

showing the best performance for a graph neural network with GINConv convolution layer, we trained 

this model with different numbers of convolution layers (1,2,3,4,5). 

 

Fig. 6. Accuracy for neural network based on GINConv layer in different experimental setups (a- the influence 

of the number of GINConv layers on the training process, b-the influence of exclusion of specific input 

parameters on training accuracy). 

In Fig. 6a we presented the model's accuracy for 50 epochs with different numbers of GINConv 

layers. It can be seen from these graphs that two GIN layers are enough in the neural network to achieve 

high accuracy values, and the further increase in the number of layers does not lead to the increase in 

the neural network quality. 

To identify the importance of each parameter (friends, followers, pages, audios, videos), which were 

the components of the feature vectors of graph nodes, we performed neural network training with the 

excluded parameters. The input feature vectors were reduced to four parameters (each time one metric 

was removed from the vector). Fig. 6b shows graphs of the model accuracy for 50 epochs in these 

simulations. 

GNN-based neural networks give higher classification accuracy (0.89) compared to the classical fully 

connected neural networks (0.77), which we used in the previous article [26]. Such an increase in the 

accuracy of the GNN-based classifier is explained by the fact, that in our classical neural network-based 

work, connections of the analysed user with other users of VKontakte social network (i.e. the place of 

analysed user in the social graph) were not taken into account. The GNN layers allowed us to organically 

include these very important characteristics into models, which made it possible to obtain such 

significant increase in the classification problem accuracy. 

4. Conclusion 
In this work we performed the research of the person's professional success on the basis of data from 

social networks by using graph neural networks. Various architectures of graph neural networks based 

on various types of layers were built, and their success was also analysed on the test dataset. These models 

were designed to solve the problem of classifying professionally successful and unsuccessful people based 

on the numerical characteristics of their personal pages and local connections (friends, friends of friends). 

Carried out a detailed analysis of the prediction performance based on various graph architectures with 

different numbers and types of layers (GCNConv, SAGEConv, GraphConv, GATConv, 

TransformerConv, GINConv). The highest prediction accuracy (88%) was obtained by using GINConv 



296 International Journal of Advances in Intelligent Informatics   ISSN 2442-6571 

 Vol. 8, No. 3, November 2022, pp. 285-298 

 

 

 Gafarov et al. (Predicting success of the online social network user by graph neural networks) 

layer-based three-layer graph neural network. Graph neural networks have definitely shown a significant 

advantage over feed-forward networks. This is because GNNs are designed to work with data that can 

be represented as a graph, while a social network is a graph. 

The study can serve as a basis for a neural network-based psychometric model for predicting the 

person’s life activity through integration of “Social success ” component [1]. The social success of a 

person is an ability to create broad contacts and communicate intensely, as well as an ability to influence 

other persons. The following indicators were defined as the metrics of social success: the number and 

quality of interpersonal relationships, degree and breadth of social influence, social significance of a 

person in a group, structure of interpersonal relationships, ability of a person to unite a group, etc. 

A future focus area of this work is seen as the use of explainability methods for graph convolutional 

neural networks, because deep models are not amenable to interpretability [42]. Recently, the 

explainability of deep models has achieved significant results for texts and images. The explainability 

methods for graph neural networks are also experiencing rapid development, and several explanation 

methods are proposed to explain graph neural network models, including GNNExplainer, XGNN, 

etc.[43]. These methods will allow us to understand why the neural network gives a particular output, 

and will help us to highlight the basic graph structures, on the basis of which it classifies social network 

users to different categories of social success. 
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